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Abstract The simulation of a uid ow using smooth

particle hydrodynamics is performed on clusters of in-

expensive personal computers. These clusters achieve

connectivity in the wide area using ATM across links of

a variety of capacities. Utilization of a full OC12 (622

Mb/s) of bandwidth is obtained using commodity OC3

network interface cards by striping the application data

across multiple nodes in parallel.

Keywords ATM, cluster, SPH.

1 Introduction

In the past supercomputers were expensive to build,
maintain, and operate. This level of specializa-
tion naturally made it quite tough to do real par-
allel programming, and an elite club was formed.
Now the existence of hardware standards allows for
a wide selection of components in building a ma-
chine, and expensive parts need only be applied
where they will have the most bene�t. The ef-
fect of this development is that massively paral-
lel computers can be assembled out of commodity
parts to perform the largest simulations. Further,
the standards-based commodity computers are well
suited for rapid deployment of new technologies.
When faster processors arrive on the market, for
instance, they can quickly be integrated into the
existing machine without redesigning the entire set
of original, say, PCI components.

Another fading remnant of history is the idea
that all of the supercomputer must be in the same
room. With the ever-increasing speeds of wide-
area networks, it is becoming feasible to locate
pieces of the same conceptual machine at multi-
ple sites around the world. Commodity hardware
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is also available which allows compute nodes of the
machines to utilize the network backbone directly
without additional hardware.

The following sections explain the use of two dis-
tributed clusters of personal computers with ATM
providing the remote interconnectivity in the devel-
opment of a smooth particle hydrodynamics code
for the simulation of a Navier-Stokes ow. Details
of a demonstration at SC97 serve as an example.

2 Simulation environment:

Cluster computing

The future of high-performance computing lies in
massively parallel computers, which are unfortu-
nately becoming too expensive on a per-op ra-
tio when compared to their smaller commodity
brethren. These cheap, widely available personal
computers (PCs) can be purchased whole or piece-
wise from a variety of vendors and, to a large ex-
tent, conform to the same basic set of hardware
standards such as having a PCI bus. Networking
components required to assemble many PCs into a
single system are likewise cheap and plentiful, al-
though the cost of the interconnect fabric can be a
signi�cant part of the overall purchase price of the
machine.

Sandia embarked on a program in 1997 to build
its next-generation supercomputer out of commod-
ity components. The idea behind the Computa-
tional Plant (CPlant) is that installations of new
hardware will be attached to the base tree every
so often, and older growths will be pruned. The
development cycle of computer-related technologies
has been shown to be about 18 months, making it
important not to rely solely on one manufacturer
or system for long-range computing. Instead, by
sticking with some well-de�ned set of standards for



hardware, recent evolutions in hardware design can
be added to the current computing platform, which
still remains viable.

The necessary pieces to make this plan work
are the software infrastructure. The concept is
unattractive if application programmers must learn
a new operating system, or even a new set of com-
piler ags, to use the newest growth of the machine.
To meet this goal a freely available, widely ported
operating system and set of tools is necessary. We
chose Linux as an operating system which will likely
be around for a few years, and run on the current
computer of choice. The parallel programming in-
terface seen by the application is MPI, which suits
most codes that run on the machine. PVM is also
available, as are other more experimental message
passing systems.

A major stumbling block for cluster builders has
been the failure to ensure that the system would
scale. This is distinct from the usual requirement
that applications must scale well to be e�cient,
and speaks to the reliability and usability of the
system itself. CPlant is designed as an arbitrar-
ily connected aggregation of individual quantized
pieces called scalable units. These SUs are fully
functional stand-alone clusters and can be admin-
istered and used in isolation from the rest of the
system. Each SU consists of some number of com-
pute nodes (16 for the present machine), a service
node, and an input/output node, and is shown in
Figure 1. The compute nodes run minimally con-
�gured kernels and message passing tra�c is done
exclusively on the high-speed interconnect. They
may have local disks, but do not depend on them;
instead, the nodes boot across the network and use
NFS or local disk caching as needed. The service
node is the \manager" for the SU, performing tasks
such as booting the other nodes, monitoring the
nodes for failure, and providing connectivity to the
local LAN. The I/O node provides disk service for
its own SU and can be used to implement a paral-
lel �lesystem across the entire machine. The SUs
are combined into a single machine using utilities
at a higher level which dynamically map tasks onto
available physical machines [1].

As an example, the �rst piece of CPlant is
based on nodes which are DEC Miatas, each of
which contains a 433 MHz EV5 Alpha processor,
196 MB of SDRAM, a 2 GB IDE drive, on-board
100 Mb/s ethernet, and a Myrinet card. The
Myrinet switches are wired to form a cube of eight
switches, attached to each vertex of which are two
compute nodes, and form the basis of the local-
area high-speed interconnect. This single unit cube
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Figure 1: CPlant scalable unit consisting of 16 com-
pute nodes and one input/output node, controlled by
a service node. Three wiring networks connect the SU
to itself, and to the outside world.



is extended in the x and y directions by connect-
ing adjacent scalable units. Currently there are ten
SUs: two Intel-based and two Alpha-based in Liver-
more, and six Alpha-based SUs in Albuquerque [2].

3 Wide-area networking

To be able to perform simulations of the largest
scales, the computational resources of multiple
physical sites must be used in concert. However,
today the connectivity across the wide-area inter-
connect is quite poor compared to that inside the
machine room, by many orders of magnitude. As-
suming that one day the long-distance phone com-
panies would be willing to sell 100 Gb/s of guaran-
teed bandwidth between two sites, there will cer-
tainly be no single network adapter card which
can deliver that performance. Instead, multiple
smaller connections into the computational fabric
will be aggregated in stages up to the eventual
100 Gb/s bandwidth of the wide-area. The sce-
nario described here is a demonstration of the fea-
sibility of such a scaled network design, using only
commodity o�-the-shelf components.

The two components which make up CPlant are
located at two sites 1100 miles away from each
other. The sites are connected by an OC3 link
(155 Mb/s) on which can be arranged dedicated
time for CPlant application programming. We also
have the capability of using an OC12 link (622
Mb/s) to connect to other sites around the San
Francisco Bay area using the LLNL-operated Na-
tional Transparent Optical Network [3].

At the SC97 conference in San Jose, CA, the full
OC12 bandwidth o�ered by NTON was used in a
live demo. One rack of the four from Livermore
was moved to the show oor in San Jose, and it
was connected back to Livermore through NTON.
To sustain the bandwidth, four E�cient Networks
OC3 ATM cards were used concurrently, striped
together into the OC12 pipe. The network con�g-
uration is shown in Figure 2.

The software used to drive the ATM cards comes
from the Linux community [4], but had to be heav-
ily modi�ed to work on the 64-bit architecture of
the Alpha processor in the Miatas of CPlant [5].
Permanent virtual circuits were established in all
the switches to enable ATM connectivity, and one
switch was elected as an ATMARP server for clas-
sical IP. Standard IP routing protocols were used to
arrange for tra�c to ow across the ATM links, and
application-level partitioning of the problem guar-
anteed that the links would be relatively balanced
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Figure 2: Connectivity diagram showing the three
computational sites and ATM links between them.



during the course of a run.
In particular, of the eight nodes at the SC97

booth, only nodes 1 through 4 had ATM cards,
and were con�gured to route IP across the ATM
links back to the Livermore and Albuquerque clus-
ters, each of which had its own IP class C subnet.
The nodes without ATM cards used as gateways
those with did possess them. For example, node 5
used node 1 as its gateway, and node 6 used node 2.
Similar arrangements at the other two sites ensured
that ATM wide-area link usage would be balanced
as long as the application maintained a balanced
communication load.

The SPH application ran continuously for hours
using up to 64 processors across all three sites.
Since at the time of the demonstration the link be-
tween Livermore and Albuquerque was only a T3
(OC1), this was the main impediment to utilization
of the entire set of 128 processors, as a great imbal-
ance existed between the large bandwidth connec-
tion from San Jose to Livermore against the narrow
connection from there to Albuquerque.

4 Smooth particle

hydrodynamics

Smooth particle hydrodynamics (SPH) is a method
which has its origins in astrophysics [6] and is
useful in boundary-free uid mechanics involving
high deformations or non-linear constitutive equa-
tions. It is derived from purely continuum equa-
tions from which a particle representation is gener-
ated. The particle approximation has not been rig-
orously shown to converge to the continuum equa-
tions, but in practice the agreement can be very
good depending on the ow conditions. The \par-
ticles" in the name SPH have no physical counter-
parts. They are similar to collocation points in �-
nite element calculations, in that each particle rep-
resents the values in some domain around it. These
contributions to the continuum �eld are summed
using weights based on the masses of the particles.

The calculation of interactions between the par-
ticles does not require a mesh, so large deforma-
tions of the physical substance can be modeled in
a computationally e�cient way. This is the main
reason SPH has found prominence in the �elds of
astrophysics (star formation) [7] and uid mechan-
ics (shock and high-strain ows) [8].

The particular problem modeled here is that of
a viscous incompressible Navier-Stokes uid ow
in three dimensions. The boundary conditions are
parallel plates on the top and bottom of the do-

main, and circular (or periodic) in the x and y
directions. Particles are seeded in the domain ran-
domly and allowed to evolve in time while statistics
are gathered to show the density distribution, ve-
locity pro�le, and other quantitative measures of
the ow.

The uid is taken to satisfy Stokes' relation,
which expresses the stress tensor in terms of ve-
locity gradients. The equation being solved, then,
is

dv

dt
= �

1

�
rp+

�

�

�
r2v +

1

3
r(r � v)

�
:

Averages are taken over each term of the equation
using the de�nition

hf(x)i =

Z
W (x� x0)f(x0) dx0

where W is a normalized weighting function, that
has compact support over a fairly small region,
compared to the global domain. Integral quanti-
ties in the resulting expression are then expanded
as sums over particles in the local neighborhood of
a point.

The particular weighting function used in the
code for this series of simulations is the simple trun-
cated Gaussian. Its form is

W (x) =
1

2�

 
exp(�dij=h

2

i )

h2i
+

exp(�dij=h
2

j )

h2j

!

where dij is the Euclidean distance between the two
particles i and j, and hi is the smoothing length for
particle i, a measure of the \size" or \inuence"
of the particle on its surroundings. This value is
derived from the mass of the particle. The Gaussian
interaction term is truncated by not calculating the
interaction between two particles which are more
than a certain distance apart, as speci�ed by an
error tolerance on omitting that term (10�5 here).

5 Parallelization strategy

The code is parallelized in the traditional domain-
decomposition style, where each processor is as-
signed the calculation of velocity gradients for the
particles which happen to be in its domain. The
gradients arise from interactions between particles
which may be in other domains, requiring message
passing at every step of the calculation. Only the
information on particles near the boundary of each
cell must be transferred to the neighboring cells, as
illustrated in Figure 3. (The terms \cell" and \do-
main" are synonymous here, although one could



d

cell boundary

cross-cell interaction boundary

Figure 3: Particles inside the cross-cell interaction
boundary described by the distance d do not a�ect
particles outside that cell, and do not need to be trans-
ferred to another processor.

imagine a case where an aggregation of multiple
cells on a single processor would be useful for load
balancing or the calculation of long-range forces.)

The domain sizes are constrained at a minimum
to be larger than the smoothing length used for
the simulation. That length is derived from the
current density of particles and the shape of the
smoothing function. This minimum domain size
guarantees that only nearest-neighbor processors
must communicate. The calculation of this mini-
mum domain size is rather complex, as it must con-
sider interactions through the Gaussian weighting,
as well as through its �rst and second derivative.

The shapes of W , dW
dx

, and d2W
dx2

are searched to
�nd the largest separation x which satis�es the er-
ror tolerance mentioned above. The resulting value
is shown as d in Figure 3.

As the computation progresses, particles which
were inside the domain of one processor may mi-
grate into the domain of another. The current
\owning" processor of the particle continues to
integrate its changes even though it may have
moved out of its domain by enlarging the overlap
it requires of the neighboring processor's domain.
Eventually the owning processor would be forced to
acquire information about particles more than one
domain away, but instead, a repartition is triggered
based on a tracking of computational e�ciency. Ex-

Figure 4: Smooth particle hydrodynamics simulation
snapshot. Particles are the shaded to indicate the
processor responsible for their calculation.

tending the domain overlaps requires more message
passing and should be minimized, but repartition-
ing the particles requires the communication of ex-
tra per-particle information that is not normally
sent at each time step of the simulation, resulting
in a tradeo� between these two e�ects.

Load balancing is performed based on each pro-
cessor's elapsed total time required to calculate a
few iterations. This is necessary because processors
which abut the top and bottom solid boundaries
require fewer neighbors to compute the motion of
their particles, because the e�ects of the bound-
ary are accounted for analytically. Only a few load
balancing steps are required to smooth out these
di�erences which arise from the initial equal-area
distribution. The physical domains of the under-
utilized processors are increased until the parallel
computation is balanced. In the event that this
machine is used in a time-sharing (as opposed to
space-sharing) mode, load balancing can account
for the e�ects of other users as well.

6 Simulation results

An example snapshot of the simulation is shown in
Figure 4 where each particle has attached to it an
arrow representing its velocity. The particles are
color-coded to indicate which processor is responsi-
ble for computing the particle's dynamics. For the
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Figure 5: Speedup values for various numbers of pro-
cessors, for a relatively small �xed-size problem.

sake of clarity, only one out of every twenty parti-
cles participating in the calculation is shown, and
only four processors are used in the simulation. The
Reynolds number of the ow is 10, and the Mach
number is 0:5, as calculated by taking averages over
all the particles.

It is interesting to see that the code shows su-
perlinear speedups for small problem sizes of inter-
est. Figure 5 shows this e�ect. The curve quickly
levels o� and the e�ciency decreases as the num-
ber of participating processors gets large. This ef-
fect is only visible since the problem size is kept
�xed while the number of processors is varied, and
the corresponding amount of work per processor
decreases, possibly leading to increased cache per-
formance.

\Interesting" simulation sizes are much larger
than those used here for illustration. Memory re-
quirements are the limiting factor determining the
number of particles which can be maintained by a
single processor. To handle the state requirements
of this simple Navier-Stokes ow, 80 bytes of mem-
ory are required for each particle. Further storage
is needed to hold copies of some of each processor's
neighboring cells, depending on the average density
and the physical size of the domain, say one \ghost"
cell for each cell to be calculated as a conserva-
tive estimate. On a machine with 256 MB of main
memory per processor this gives an upper limit of
1:5 million particles, compared with the runs us-

ing 60 000 particles used for descriptive purposes
here. More advanced uses of the SPH algorithm
would certainly include auxiliary state information
such as chemical composition, and would further
restrict the usable problem sizes.

7 Future work

It is not surprising that SPH, for all its value in
application to large and odd-shaped deformations,
has di�culties when boundary conditions must be
applied. The most common approach to this is to
place layers of particles having the shape of, and
moving with the velocity of the boundary, with the
thickness of the layer usually chosen to be one or
several of the interaction distances. Still di�cul-
ties arise. There are no \hard" surface approxi-
mations natural to the method, so particles still
squeeze through a boundary that is meant to be
impenetrable. Various heuristics have been devel-
oped to address these problems such as specially
crafted arti�cial viscosity, but these are, well, ar-
ti�cial. The particular simulation described above
was special in that there are analytical expressions
for the planar impenetrable boundary conditions
using a Gaussian weighting function.

As alluded to earlier, the SPH method di�ers
only slightly from a classical molecular dynamics
(MD) application using a �nite cut-o� radius. SPH
derives most of its advantage from its ability to do
large deformation mechanical simulations. How-
ever due to the �nite particle interaction length,
SPH su�ers from particles or clumps of particles
\breaking free" from the main body. Although,
this can be physical, the model does not support
free boundary conditions and there is no \free par-
ticle" analogy in SPH per se. Future work will cen-
ter on exible boundary conditions that are derived
from molecular analogies and converge to the phe-
nomenological equations for a free surface.

In addition to the mathematical similarity be-
tween SPH and MD, there is an almost a one-
to-one algorithmic similarity. Future work will
focus on creating a toolkit for particle-based ap-
plications, including both SPH and MD. Other
application domains that can bene�t from this
toolkit are Probability Density Function, Particle
In Cell, and Cohort methods. For example, algo-
rithms and communication patterns outlined here
for SPH load-balancing and particle motion are
identical in MD calculations. Currently these por-
tions of the code described here are being converted
into SPMD (single-program multiple-data) parallel



components for use in a parallel framework [9].

The hope is that components that are machine
dependent or di�cult to create can be shared
among applications, reducing the often consider-
able time needed to develop a working simulation.
It is characteristic of SPH, and all particle methods,
that problem setup, checkpointing, load-balancing
and input/output are equally as burdensome as the
actual computation of the particle motions. Natu-
rally, the equations of motion for each application
will have to be rewritten on a case by case basis,
but if components that do these necessary but time-
consuming tasks can be reused, engineers and scien-
tists will be more productive on advanced parallel
computers [10].

8 Summary

The application of smooth particle hydrodynam-
ics in the calculation of a Navier-Stokes uid ow
was presented, using a parallel, geographically dis-
tributed cluster of commodity personal computers.
The ability to stripe across multiple ATM links al-
lows the use of a large amount of network band-
width without the need for specialized connectivity
components. CPlant shows great promise as being
the scalable computing platform of the future.

This demonstration shows both the viability of
commodity components for supercomputing appli-
cations and the feasibility of WAN connectivity to
unite distributed parallel resources of various sorts
of locations and bandwidths. Combined, these dis-
tributed computing resources can be used to solve
individual problems of immense proportions.
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